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by
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1. Introduction

In most practical situations to which the analysis of variance tests

L
§
i
?1

are applied, they do not supply the information that the experimenter aims fﬁ

at. If, for example, in one-way ANOVA the hypothesis is rejected in

actual application of the F-test, tne resulting conclusion that the true
means fy.fs... .,y dre not all egual, would by itself usually be insufficient
to satisfy the experimenter. In fact his problems would begin at this stage.
The experimenter may desire to select the "best” population or a subset of
the “qgood" populations; he mav Tike to rank the populations in order of D)
"goodness" or he may 1ike to draw some other inferences about the parameters
of interest.

The extensive literature on selection and ranking procedures depends

heavily on the use of independence between populations {block, treatments,
etc.) in the analysis of variance. In practical applications, it is
desirable to drop this assumption of independence and consider cases more

general than the normal.

Qur interest is to derive a metind to construct locally hest (in some

sense) selection procedures to select a nonempty <ubcet of the k populations

*This research was supported by the Office of Naval Research Contracts
NOOG14-67-A-0226-0014 and NODO14-75-C~0455% at Purdue University. Reproduction
in whole or in part i permitted for any purpose of the United States
Government.
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containing the best population as ranked in terms of oi's (defined below)
which control the size of the selected subset and maximizing the probability
of selecting the best. We also consider the usual selection procedures in
one way ANOVA based on the generalized least square estimates and apply the
method to two way layout case. Some examples are discussed and some results
on comparisons with otner procedures are also considered.
2. Locally Best Selection Procedures

Let Tyripase sy represent k {- 2} populations and let Xil""‘xini
be n, independent yandom observations from . The selection procedures
will depend upon the observations through T].j which are defined as follows.

Let Tij = T{x,

]1,...,X1ni; ,-..,X: ) be based on the n, and n,

X.
] n,

J J j J
observations from " and " {(i,3 - 1,2,...,k}, respectively. In a given
problem the function T i< so chosen as o indicate the differences between
the populations in a riasonable way. For example, if the observations

drawn from oo are normaliy di<tributed with unknown mean By (V< i« k),

and knoan vaviance .4 choice of T, wmight be R;—Xj, viheve
r . ) )
SR ;oXo and K. - L 57 %, . Now we ascume that T,. has a joint
1 UERPREY 1 J “j 2 3 13
probability density function ¢ (.} depending anthe pavameter N3 and assune
_i_]' N
that rii‘s are known. lUsually Tij‘s are chosen to ohtain both sufficient
and maximal invariant statistics for (11‘2. Let 0o min iy Returning
Jti
to the above normal nmeans problem, we find that 43 = ei-oi and
Ta = =0 1. <« - { LT L= . oy, , g
l'_' )1 [k] for 3 '[L’] anil Yy " !“(411 for i '[kJ where
q el D .
0y v
A population is said to be best if oo max o For the above
ik
normal means example, . 15 betd i1 & e and in this case P 0

and li = “[PJ“”[k_‘J.
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and 2, = (zijil < J - k, J#% i) areall k-1 dimensional vectors.

the joint density of Tigo Jo= 2ok 3t ds f o (25), T2 d 2

po< k, 2 ¥ 1)

Assume that

k, (with

=i
respect to some o-finite measure u). Let 5 be the probability of selecting L
k
SY' = {8 & = ((5],...,6‘(), 1/‘} f(](g1)f,l(g])dp(g'l) <r}
B
and
k
Sp= A8 8= (ipseiae ), 2 f”i(fi)fri(Zi)d”(Zi) = r}
<
Theorem: Let 60 = (ﬁ?,..., 28) y S; be defined by
booif o omin 2 f (z2.)f . > of (z.),
1B S A el
(z)) = i R
$ilgy i ’
0 .
0 koo ‘ .
Then ¢ maximizes ; min fs.(z.) "= f. (z;)! ; du(z;) among all rules
i=1 3% il &
T € Sr' 50 is called a locally best pracedure in this sense.
Proof. For any = <5,
¢ / ' (7:)
P fe (2 min = f (e o du(z,
1»'__-] 7= J#‘ .n” \ 1 i: ]
k 3 ,
- T f. (ti')' jmlg])
S I EENRNES B .
' -1
k 0 L i A
= .p [[:i(gi)'ni(gi)][m‘” iyii '7~(gi)],i-(f_i(’\)th(gj)
i-1 jhi ijoo-i x ¥
koo iy
+ (iv] ![“1(21)'Aiijl)]f.?({i)du(gi) 0
-

This proof is compicte.
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Example: Let g (x) = u] 9, (x;), where g (x.) = "~ e . Let
Z j- 3 i V2u

T wi-nj, -3k, j#%i, r55 = 0, and Z].j = Xi-ij, J 1 1. We know
that a maximal invariant under a group G is Ti = (Xi-il,....ii-ip) where

G is the group of transiurmations

9z, = (zii L N A

which, in the parameter space, induces the transformations q i3 = 1ij+c.

bl ]
. . N P ! . . . Ve ,
Since “(k-13x(k-1) " 7 (] - ,) 15 the covariance matrix of Zij S. We k

know that . is positive definits, .und

k-1
~1 _n k-1 -1
: k
-1
k-1
Hence
o k-1
- i
= {2, g ' - N H _r‘ i -1 - - -
fii(_.l) (2:) ! frxpe g )L\(l’ ])(Z.i] ]]) (7.” Ti])(ziz 112)
L o y e
R T DA C T TR D A S Rl CARAPE DL ESIREDTY
T ey e T e T 0 D
Thus
-
- V"” —} AY AN
vl £ LI C IR R A G (R DS
1) =i £ .
=i
T2y teeem Zidyd et r gy Li(k-1)"ik
2 . o
+(k-|)2 k)]f {'(7]] - - Z‘i(i-])+2(k-})7lj (L](J+])
- Zzik}'

Hence
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3. Usual Approach to Selection

Problens, in One wWay Layout

t - FooDe ati fet Xoq,..o0 X, .
Let Mys Taeseesty, DE k populations. let i *in, denote n;

indeperdent obwervarions from the ith population E Let the joint density

€Y ] - ¥ . . o . - . .
DR ny 'T]“"’K2nq""‘ Xkl’ .,ank be of the fullowing form:
T o : ﬁf(§~y)"3—](§-;f)
R
" !
where «' = "il"' ,f}‘”l;...; xk]""’xknh)’ [ (n‘,...,n];...;wk,...,nk)
and it knows pooitive defindite siotrix and C, e determinead such that
(2,10 iy a density.
Let o~ a0t f~1....,wy)§ and also, let
] 0
,.n]
Ao - n,
Nxk ‘. ’
RA
0 k




k
where 16 = (1,...,1) with n, components and ) n, = N> k.
i j=1

We consider the analysis of variance problem in a one way layout,;

let

Xij = ':iiﬂzij’ j=],...,n].; i=1,...,k

which is in the form of the general linear model

where e' = (911""’eln1;"‘;eki”"’eknk) with var(e) = A.

We know that the generalized least square estimator of ¢ is

Y
h = et an e < 0 ) y.

Yk

Since 1 = Bx, B = (A'x71A)A"a7T, the joint density of ¥' = (Y,,....¥,)

is of the form

| "'-}, 4,"‘ .\
where A = BAB' = (Gij)'
The ordered o;'s are denoted by IR NSRRI Y It is assumed that

there is no prior knowledge of the correct pairing of the ordered and the
unordered oi's. Let us denote by (1) the popuiation {unknown) associated
with 6[1], i =1,2,...,k. Our goal is to select a non-empty subset of the

k populations so as to include the population associated with n[k]' Defining
any such selection as a correct selection, we wish to define a procedure R

so that P(CS|R), the probability of a correct selection, is at least a
preassigned number P*(& P*¥ - 1), We will refer to this requirement as

the P*-condition. We propose the following rule R based on Yi’ T -1 k.




I T

R: Retain " in the sclected subset if and only it

Y, - max (Y -—C»/('.. _4:*—.;21 :“) N
]Jk J 11 .]J ij

where ¢ = c(k,P*;ni,uij,l«i, jek) = 0 15 chosen so as to satisfy the
P*-condition.
Let Y(i) and S () denote the observation and the varidance associated

with the population (9) with mean B[i], i=1,2,...,k. Of course, both ;

Y(i) and 9(3)(3) are unknown as in 9(i)(3)" the covariance of Y(i) and

Y(j)' Thus

(3:3) PSR = Py = 1 Yo ) 0" () ) P i )

=P s Gl PP wo G G wgy)
where for «, 1 - 2 < k, we define

2

~-
v
.
b

B4 o = Uy Y 1LY e (o () ()20 () (1)

for r = 1,2,...,k,  # x.

Let g; =Y AQ, where ZQ = (ZrQ: r=12,...,k, r # %) and

= \' -t - -
L Maynye o)
The matrix A, with k rows and (k-1) columns is defined as follows:

a

et g = L) ()P ) F () o P E T sk r A s

o, 0 ... 0 0 : 0 \

0 uZx‘ |

)

(3.5) A= . 0 0 1., O : 0 |

'u]i-o?ﬂ. R ‘\1:‘_]’21 -C‘U"I,V, 'O‘.k’i’ |
0 0 0 %4y, g 0
0
0 0 0 0 ak,iL ,




and 21 = (O(i)(j))'

Since A/5 A, = (pgj)), 1,07 1,2,...,k; 1, 3% &, for 1 <5 < k and

A, is of rank k-1, hence the joint density of 7 is

-2 . -
(3.6) 2 (z,) = a A A 1T F(zp (A ) ).

For any given association between (Oij’ i, i=1,2,...,k) and
(U(i)(j); i,J = 1,2,...,k) we can see from (3.3) that the infimum of P(CS|R)
is attained when 0[1] = .= c[P].

Hence,

(3.7)  inf P(CSIR) = min P{7 oy rE1,2, Lk, {pga)}}.
¢ 1-i<k J

For ¢ < k, let w{j be such that 1
(1) w5 > ety i, 340, 0, ks ’
k

(1i) K?j >7K;j, 3=1,2, .00k 3%, k, ;

and for any ., (1 - = - k), there exists anm, (1 < m < k), such that ]

for any i, j. i, 371.2,...0ky i, 330, 143,

for some r, s, ris, r, s¥m, r, s=1,2,...,k.

. oo
],...,Xp) has density |o] +f(x'%

two positive definite (symmetric) pxp matrices e (r

Lemma [3]. If X'= (X x ), then for any

ij) and i, = (”ij)

such that r” = G'”’ 1 <1 <p and r‘ij M r‘,ij, 1 1< J < p,

Pr]{X] < "a---)xp < Q,p'r o P[O[X] ig

for any real numbers Tyt




By (3.8) and Lemma, we have

(3.9) inf P _(CSIR)
g A
: v, 7 ) e . (’*‘
- ]m:nk Px/r‘ S, b ook rs "1j }
¥
= P = 2 - A
([l‘i", Gy T ]![i skla "J
C C
- f { . k : ‘Al,"‘ l-"
’ IR Hlapen ) LT A7k

For computational convenience, We absune that Asdiag(f]],...

A

LSNTD R D 1,7 g @150 the components Xyq,.
ket ek O, i-1,2,....v. 11 also the component (]],

oy Xy
k1 Ny

is multivariate normal {(see ¥elker {9, p. 14]). Then

n n, n
ATA = diagl-, Y
| b
q*i
B
C
Y i
N~
1..-1 i -
B = (A'r A A = :
!
e,
‘ -1
M
&
. . -1 - - -1,
.7 Ba2R' = d]aq(n}'\]:, ”31122""‘nklxik’ Then i ni i
i

S0 for all i 4 e Letal

i SNty b

Then . = (mE] i m'l )—:, | S ST N B

ri r) and tor any v, 1

.,an are independent then the joint aistribution g as in (3.1)

: m;] and

k and Wy e

,.K]l;...;

R ¢ 5
]n]

¥
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= n] D e - R, —— e
1] 1|.u12 { ) LT m(‘) , s
(e MLYJ) bt m&f-)k
T (1)

(3.10) .;4 SRR .
B
m{"] lll[

[

— -, F 3, 0, ] x.
R i, 1,5 1%

B "
Ji

Thern, it i easy to check that the condition (3.8) is satisfied.

Expected subset Sire tor a special cate

Let the joint density p as in (3.2) have the form

(3.1%; p{xi =~ nly's Ty
- Ve e e P - _ .- .0
where © = (r;j, v posivive definite with N7 en FeeeT and

, _
iy T (o owhen 1ot b0 - oand oare known.  Let S be othe size of the selected
d

subset excluding Lhe et popuatation.  Then the cxpocted cubset 5126 00

given by

k-1
E(SIR) = . PiSelecting uyp.y[R)

1
-
©
~<
—_

where oo (w[ }-J[r]}[? ‘(]m'}}'ij A IS A S T

+. -~ {7 - CcH{n- -y
B} _7; {/‘.' C ( L”] r

[ A O & T Dok,

and 023) defined as in [3.6) is

o ARG 0.3 Ssivl L bt NSRS 3 585
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We assume that f is strictly decreasing. Then f is Schur-concave [8].

Since y ¢ B and x -y implies x ¢ B , hence

A e )T e

is 2 Scnur-concave function of . [lu]. from tne fact that
S

(a],ag,...,an) P h*}(?....,]) for all vectors a, where a = (a],...,an),
b = (b],...,bn) and ay - a5 »...> A, by zby -0 b, @ > b means

g ‘ n n

Yoag o )by = dn-d, o ay sy by. Forany &, 2 & < k-1,
i=1 i=1 i=1 i

£ - Yip om=te : = . RSN 3
B T T S P A 0 A P T S P A P A N9

> (fiy.e.09), TOr some «.

But ﬁ[}]‘@{jl < 0 for 31~ @ and |

g I

O for 1. 7, hence it follows

that the supremun of

over . occurs when 4r,] Too.F ot oa. Forooo= 1,
Lt

Uyt ey (0l

and B]+w] - 8]. Hence

sup B SR = [l it Tl )
= {k-11P* provided that

inf P (05 R) - P+

et
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Remark: Let p be the multivariate normal density as in (3.11), then f
has the required property.
3.1. Applications to Normal Populations

Let =

g be k independent normal populations with means

],WZ,...
. 2 2 2 . ¢ 2 2
Byskoas by and variances SER L TR R respectively. Let uf ToT o T o,

2
where " may or may not be known.

2
Case (a): ¢“ known. We assume without any losu of generality that 2 1,

and for this problem (3.2) assumes the following rorm:
k
T2t \
p(x) = (25) “ID]7% n{{y-u)'D "(y-.)),

where ' = (u],...,pk), h{x) - ¢, and D = diaq(n{],...,n;]).

Gupta and Huang [6] proposed the following rule R, based on the sample

means Yi from T 1= 1,2,...,k.

R]: Retain i in the selected <ubset if and only if

Y. >~ max (Yj-c]v/}r i L.),

1 — ]’JI‘ ll.i ”_j

where ¢, = c](k,P*,n],...,nk) =~ 0 is chosen so as to satisfy the P*-condition.

For the condition (3.10). +.; = 1 impiies m;] = n;], 1 < i < k. Therefore

any i, 1 < & - K,

n ne

-Iﬁ]}(] + [fj)
+ ‘

NS "]

. k . R,
= 1.2 . - = _
1,2,...,k=1. Thus iy g gy d.d = 1, ,k-1
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By (3.7), we have

(3.12) inf P(CS|R)
<y < _k
< | [ (2n) °

' 2 (o0 (KT
Wtz (r5) 2 )2y eedzy g s

where Z]k""’7k~l , are standard normal random variables with correlation
K

Fpg T Bpbg [t is known that Z]k""’zk-l,k can be generated from k independent
standard variates Y],...,Yk_],Y by the transformation
2.2
L., = -RT)T Y .EELY,
g = (oRg 7 Yyt Y

and then (3.9) i< as follows:

(3.13)  inf P(CSIRy) = [ 5 al—-d—)da(u).

i ~
Case (b): o unknown. Let s? denote the usual pooled estimate of o on v
degrees of freedom. Gupta and Huang [6] proposed the rule R, tor selecring

4

a subset containing the population associated with the larqgest ”i';‘

R.: Retain ¥ in the selected subset if and only if

Y. max (Y.-Cns ¥ — + ),
L T S LY
where ¢, = r?(k,P*_n],....nk) ~ 0 is to be determined so that the P*-cor.iition

is satisfied.

Using the same argument as in case {a), we can obtain

o k-1 Cau-f X
(3.14) inf P{CSIR,) = [ [ . +f° ~:9']db(x)d0_(u)
‘ 0 - il G v )
vl

i
where Q (u) denates the cdf of a  /» variate.
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The Evaluation of the Constant c, Associated with R,

Let Uy,...,U, ¢ be k-1 standard normal random variables, and the

correlation coefficient of Ui and Uj be p, i, = 1,...,k=-1, where

co= [+ fﬁ!&l) (1 + [U]&l)}'%,
(1] (2]

Using the same notation as before, we have K?i >p, 1, = 1,...,k-1, hence

P{Zikicsi:],---,k'], “(}}
> P{Ui < Cy 1= 1,000,k=1, {p1i

¥ k-lcp?
= f o () do(u).
- Ve o
Equating the above integral to P*, values of ¢ are available for the equi-
correlated U;'s from the tables in Gupta, Nagel and Panchapakesan [7].
These c-values will be greater than the exact c]-values satisfying the
equations by equating the left hand side of {3.13) to P*. Some of the

exact c]-values can be obtained from Taple 1 of Gupta and Huang [6].

Some Results on Comparisons

Assume that 02 = 1. The procedure of Gupta and D. Y. Huang [6]
is more efficient than Gupta and W. T. Huang [5] for the case of k = 2,
= N < ¢y < ],
n[]] Qn[z] 0 i1
For 52 unknown, Chen, Dudewicz and Lee [2], have proposed a class of

procedures as follows:

R.: Retain " in the selected subset if and only if

a
A ]
Y. - max Yj'”a“v' Nt

T<j-k i




|

where a is any fixed constant such that 0 - a < =».

For any fixed P*, %-( P* < 1, and k = 2, n $ Ny, %
e
n a '
inf P(CSIRa) = f‘l‘("*“L?%::“ q_x)dQ (X) = P*, i
Q /i a= "y :
P VU S .
ny n,
and
inf P(CS!R] - fé(c]x)dQv(x) = p* ?
[ - - DU 1
hence 61'/221 +‘17 = 'a'/:%'L + ; . Since '
1 2 (2]
sup E(SIR ) = su g P(Y max Y.-¢ /Wﬁﬁ:ﬁ) 3
) = s ) . R T e 3
Lo IR ez et T a §
e
>sup ) P(Y. -~ max Y.-g. s v — - + -
RS T AP fay 2] ¥
i e AT
sgp iz] P(Yi : ]W?fz Yj-L]va H} + }iﬂ
= sup E(QIR]),
4. Selection for Small Variances of Normal Populations
Let A RECTERRRE denote k independent normal population. with unknown
variances o?,ui,...,ni, respectively, <”i >0, i = 1,2,...,k), and with all

8]

means known or unknown. The ordered variances are denoted by uE]] ?...“V*Ek].
It is assumed that there is no a priori information available about the correct
pairing of the yiven populations and the ordered parameters ”Ei]‘ The poputation
with variance equal to uf]] is called the best population. The goal is to

select a non empty subset of the k populations containing the best population.

Any such selection will be called o correct selection (CS).
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Let s?,sg,...,si denote the sample variances. Let S%i) denote the

{unknown) sample variance that is associated with the ith smallest

population variance, in]; let (i) denote the number of degrees of freedom

associated with s? Gupta and Subel [8] have proposed a procedure for

i)

this goal. Gupta and Huang [6] obtained a lower bound on the infimum of the

correct selection. We nodify Gupta-Sobel procedure to obtain exact results to ;
satisfy P*-condition asymptotically and apply the method of Section 2 to

obtain an optimal procedure.

R3: Retain ms in the selected subset if and only if

s? < min [(%—) o
1<j<k 3

where C3s (0 - €y < 1), is the largest value satisfying the basic P*-condition.
We shall show how large sample theory can be used to find very good

approximations to the required probabilities ecven for reiatively small n.

Our principal tools will be the use of the transformation y = 109952 (see [1]),

and the approach of certain multivariate distributions to multivariate normal

distributions.
.2
S

Let X; = log, «} i =1,2,...,k. It is known {(see [8]) that the
"
expectation and variances are

Exi = _(l—— + —L?) + 0f J_ij) .- ]‘j
3\)‘ 1
d2
Var(Xi) = -—74[109eF(X)] .
dx X = 21
2 2 4 - ?
= B T T SRR S 0(\! ) R ]‘L?v wk
Vi v§ 342 ‘ i




1 1
and E(Xi"xj) . ;3._ ;;,
2 2 L, . .
Var(X;-X;) - "=+ - for j = 1,2,....k; $i.
G
Thus
: 2
N ]
()% log 2
i

is asymptotically distributed as a standard normal variable Zi as v oo,

Since
!
S? (] )(]\)-Vf*%—) S_i 1.2 $
LA 5. j J s J =12, ...k, ] 1
2 ey ”i

L
N
Z.. <— lag L 1 = 1,2,...,k, J# 1,
W €3 g_f;f}i:
v v‘_i \‘J-
% -2 . . . .
: where Z.. = (X.-X. +<l~ - l—)(?~ +-?~) i, for 1 - iy 0 <k, 1%, and
1] T ) V3 vj Yy j
: 5 = e s re G kel
,/(;+ “IKDy e Lk
il Ul
Hence we can apply the Eesu]ts in Section 3 tu prove
> k-1 ¢ .-r..u
inf P(CS{Ry) = [ i i KRG )
1= f -r' H
=% ] \] r]k)
where .
\ A
Chi = Ltog Lo+ "[f‘k‘:‘fff':‘_i;f}‘.'. v 3 Tk
oo €3 /I‘_ .7
‘ "VIk] L]
:
{

5 -
R




r—

It should be pointed out that for equal sample size case, Gupta and
Sobel [8] compared the exact vilue and the asymptotic values of the con«tant

c3 to see how close they are.

, ,
i [
R S .

Forany i, 1~ i <k, det ;- Aand Ty - 3 for 1oy k, j+i.
] ("i

We can find the joint density of Tij’ Do 1.2, ,ky 33 1. We can construct

an optimal procedure hased on Tij's using the method of Section 2.
5. Selection Procedures in Two-Way Layouts

Let Tyafige ey be k populations. For a two-factor complete block
design with one observation per cell,we express the observable random
variables X, (i =1,2,...,k; « = 1,....n) as

(5.1) Xiq =ty oty +F‘i‘x’ AR 0,

where , is the mean-effect, figa--.ar are the block offects (nuisance

parameters for the fixed effects wodel or random variables for the mixed
effects model), Lyse-aty are the treatment effects, and the ‘5, are the
error components. Let xil""‘xin denote the n independent observations

from the ith population ns- Let the joint density of X]],...,X]n; Xq],...,

4

X X R | n he of the tollowing form:

k> ke K

(5.2) e ™ glemm) T (0))

where x'= (x11""’x]n;"';xkl""’xkn)’ and n'= (“11""’“]n;"';”kl""’”kn)’

) = ok -+ .0 Ve o ks e ® beooan. and 2 is a known positive

i(] . i 1’
definite matrix, ¢ io determined such that {5.0) i« a densitlv,
OQur purpose is to study some solection procedures ta select a subset

of a random size containing the "bis t7 “reatment.  The auality of the

o
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treatment is judge by the largeness of the ri’s.

Let M1 k] be the actual ranked «'s (which are unknown), and

let
1 0 1 K
= -\- = - ‘)‘ 3 = - ¥ = _— r‘
Zi X;-K where X, ) Xij’ i=1,...,k; and X K L X, -
j=1 i=1
We denote the ordered values of the Z;'s by Z[]] o< Z[k] and let
Z(i) be the random variable associated with il = 1,....k.

By a similar argument as in Section 3, we know that Zi is the

generalized least square estimator of 0

Let Z = EY, where E' = (El""’Ek)knxk with rank k, Y' = (Xll""’xln;
. G oL 1 oy 1 1 1y. .
.3 xk],...,xkn), and £} = (- KT e g (1- E)"“’H (1- E)""’

] 1 .
'H,...,- T(‘ﬁ), for 1 i'l < k.

Then the joint density of Z],...,Zk is of the form:

(5.3) byt T A((z=5) vz 1) !
where z' = (z],...,zk), T'= (z],...,Tk) and Lo £+ f'= (uij).
kxk
The methods to construct selection procedures are the same as in
Section 3.
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